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Lecture Goal 1: Free-Text Grounding

• What it takes to stop LLMs from hallucination given open-text?

• Learn about SOTA (state-of-the-art) GenieChat
• GenieChat used in WikiChat & StackExchange Chat
• Homework: experience with LLM bots, based on StackExchange 

• Learn how hallucination-free agents work in different domains
• Compare with Microsoft Bing Chat and the browser

Domain
Corpus

(Free-Text)
Framework Knowledge

Chatbot
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Lecture Goal 2: How to Work with LLMs
so you can apply it to your project

• Traditional NLP methodology (Train with annotated data)
• Improve training data (e.g. with synthesis)
• Change the model (e.g.  With fine-tuning)
• LLMs have out-run current NLP methodology

• Inadequate evaluation and sometimes MISLEADING (BEWARE!)
• LLM methodology 

1. Pipeline of well-designed prompts 
to address the weaknesses through experimentation

2. Self-learning: distill to smaller models for speed and cost
• Difficulty: How to assess the new prompts?  How to iterate? 
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Outline
1. A brief history
2. Metrics for knowledge chatbot 
3. A tale of 2 approaches with LLMs

• Retrieval 
• Generation
• Combination

4. Distillation to Llama
5. Assessment / evaluation methodology
6. Results
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A Brief History of Knowledge Assistants
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A Brief History of Knowledge Assistants
(references)
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LLM ChatBots (Lec. 1)
• Strength: Adds related and interesting info and perspectives
• Weakness: Hallucination

• Long-tail information – LLMs are not databases
• Real-time knowledge 
• Private, case-specific information (e.g. medical transcripts)

• Answer: Grounding in external corpora of data!



BlenderBot-3: Retrieval + LLM (2022) 

BlenderBot-3
OPT-175B model
Fine-tuned on the 

combination of 20 
large academic 
datasets

Access to a search 
engine

BlenderBot 3: a deployed conversational agent that continually learns to responsibly engage, Shuster et al, arXiv 2022
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BlenderBot-3

Great on paper
• Only 2.1% factual error
• Even the smaller version 1 without IR has only 5.1% factual error
• Scores 4.45/5 on human evaluation



BlenderBot-3 Conversation
User: Can you tell me about the 2023 
Australian Open?
BlenderBot-3: The tournament is the first 
of the four Grand Slam tennis events 
held each year, preceding the French 
Open, Wimbledon, and the US Open. It is 
also one of two major professional tennis 
tournaments played on hard courts.
User: Who won the men’s singles in 2023?
BlenderBot-3: Danill Medvedev defeated 
Novak Djokovic in straight sets to win his 
second consecutive Australian Open 
title and ninth career grand slam 
championship.

User: Who is Haruki Murakami?
BlenderBot-3: He is a Japanese writer. 
Have you read any of his books? They 
are really great. So are the movies made 
from them.
User: What movies?
BlenderBot-3: What a great question! The 
movie “after dark” is one my favorites. 
But it was so hard to find in the us, I had 
to order it online from Japan! Do you like 
movies?

“After Dark” is a book

FACT CHECK 
Novak Djokovic claimed the men's singles title, his 
tenth Australian Open title and 22nd major title 
overall, tying Rafael Nadal's all-time record.

https://en.wikipedia.org/wiki/Novak_Djokovic
https://en.wikipedia.org/wiki/Rafael_Nadal
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Atlas (2022)
• SOTA on many popular knowledge-intensive tasks

• Including the Wizard of Wikipedia dialog dataset

• Atlas uses the 
• word-level F1 overlap of the model’s utterances 
• with the first 10 sentences of the Wikipedia page 

for the conversation topic
• Favors generic, irrelevant, extractive responses

Atlas: Few-shot Learning with Retrieval Augmented Language Models, Izacard et al, arXiv 2022



Atlas Conversation Example
User: I would like to talk about Amelia Gething. Can you tell me more about her 
career as an actress and writer?
Atlas: She was born in London in 1999.
User: Yes, I know that. I was wondering if you could tell me more about her work 
as an actress and writer. What are some of her notable roles or projects?
Atlas: She has a YouTube channel.
User: […] I know she wrote and starred in the BBC show "The Amelia Gething 
Complex". Have you seen that show?
Atlas: I haven't. I have seen her in the Starz historical drama The Spanish Princess.
User: Oh, that's interesting. I haven't seen that show yet, but I'll have to check it 
out. What did you think of Amelia Gething's performance in it?
Atlas: I liked her. She primarily writes surreal comedy.
User: That's cool. I appreciate when writers have a unique style like that. Have you 
seen any of her comedy writing? If so, what did you think of it?
Atlas: I haven't. She has a YouTube channel. Do you like this conversation? 
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Quiz: Is factuality enough?
Conversationality Metrics
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Conversational Metrics
• Relevant
• Informational

• Saying “I don’t know” is penalized under this metric.
• Natural
• Non-Repetitive
• Temporally Correct

• Chatbots should provide up-to-date information 
and use the appropriate tense
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Outline
1. A Brief History
2. Metrics for Knowledge Chats 
3. A Tale of 2 Approaches with LLMs

• Retrieval 
• Generation
• Combine

4. Assessment / evaluation methodology
5. Results
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Grounding LLMs with Wikipedia
• We assume access to a knowledge source, 

in the form of a collection of text documents

• We choose the English Wikipedia
• Large scale (4.3B words in 6.7M articles)
• Open-domain: talk about “everything”
• A ton of prior work to compare to
• Publicly available for reproducibility

If we can handle Wikipedia, we can handle other large, open-domain corpora



WikiChat
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A Tale of Two Approaches

Combine

Information Retrieval 
(For facts)

LLM Generation
(For Facts,
    Conversationality)



Information Retrieval

Retrieve



+ LLM Generation

Christopher Nolan has cast Cillian 
Murphy as the titular role of 
Oppenheimer, keeping with his 
tradition of meticulous casting choices. 
I’m sure it will be an excellent film!

What does it take to get this? 

WikiChat

Retrieve
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What Does it Take to Create Genie-Chat?

• 7 prompts, with carefully selected few-shot examples
• 3 people x 4 months (not counting full evaluation)
• Why does it take so long?  We are on the new “LLM planet”!  

• LLM out-ran conventional methodology 
– can’t just iterate on numbers of a benchmark

• Assessment: What is easy is now hard, and vice versa
• A good primitive is worth it!  Many people can use it.

• 97% accuracy (GPT-4)
• Calls to LLM > 10 times; Slow: 40 seconds (GPT-4)

• After distillation to LLaMA: 
• 95% accuracy; comparable conversationality; 5 seconds latency
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Outline
1. A Brief History
2. Metrics for Knowledge Chats 
3. A Tale of 2 Approaches with LLMs

• Retrieval 
• Generation
• Combine

4. Assessment / evaluation methodology
5. Results
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Answering Questions from a Document

• Effectiveness depends on the length of the document
• Document length is limited.  

• GPT-4: 8K token limit, about 6K words

Document

Query

LLM: 
Answer

question
Answer
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Retrieving from a Large Corpus

Example: ColBERT Information Retrieval (IR)
• Find the document that best 

matches a question
• Highest similarity score

• Fine-tune BERT on MS MARCO (2016)
• Passage ranking for questions

Retrieving the right article is critical to 
success of retrieval-based methods

https://microsoft.github.io/msmarco/

Similarity score between 
Query and Document 

Future
Topic
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Retrieval Pipeline

Question

Retrieved
Data

LLM
question
answering Answer

ColBERT
Information
Retrieval

• Accuracy is highly dependent on retrieving the right doc
• (We will discuss the details in a later lecture)



Retrieve-then-generate

1. Query

Retrieve
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Problem 1: Example
Time of the conversation: March 2023

(Retrieved data: ‘House of the Dragon’ Earns Two Golden Global Nominations    
--Dec. 2022)

User: What do you think is the best TV drama of 2022?
Chatbot: I think it has to be House of the Dragon.
User: Did it win any award?
Chatbot: Yes, it won the Golden Globe Award for the best drama TV series.
User: Why else do you think it is a good drama?
Chatbot: The first season received highly positive reviews, … 
In January 2023, the series is expected to win the Golden Globe Award 
for Best Television Series - Drama. 
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Problem 1: Need Time Context
1. Query Prompt

Time context is included in every prompt!



Retrieve-then-generate

Can we just give all retrieved docs to LLM?

Retrieve

1. Query
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Experiment with Bing Chat
• Bing Chat is based on retrieval 
• For verifiability, it adds citations to indicate the data source
• Our experiment: test on StackExchange

• Community question answering
• Stack Overflow is their flagship

• We provide this prompt: 

Courtesy of Yijia Shao



STANFORDLAM

✓
x

x

Example of Results

Courtesy of Yijia Shao
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Problem 2: IR-Based LLM still Hallucinates

• Bing Chat: 
9 out of 10 tests with StackExchange contain hallucination

• Facts unsupported by citations
• Esp. when IR does not return relevant result, 

LLMs like to hallucinate
• Solution: Filter information – cross out irrelevant info 

(no room for hallucination)



+ Filter each paragraph separately

33

x1. Query

2. Summarize & Filter

Retrieve
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Prompt 2: Summarize & Filter
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Outline
1. A Brief History
2. Metrics for Knowledge Chats 
3. A Tale of 2 Approaches with LLMs

• Retrieval 
• Generation
• Combine

4. Assessment / evaluation methodology
5. Results



LLM Generation

How to eliminate hallucination from generation?

1. Query

Retrieve

3. Generate 
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Why is Fact-Checking Hard? Example
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Why is Fact-Checking Hard? Example

Just a part of the response is false!



People Fact-Checking People for People

• Journalists fact-check politicians all the time:

• Identify the claims

https://www.nytimes.com/2023/08/03/us/politics/trump-indictment-fact-check.html



People Fact-Checking People for People

• Journalists fact-check politicians all the time:

• Identify the claims
• Score them



People Fact-Checking Bots

• Reduce the complexity of fact-checking with two assumptions:

• Factuality is only meaningful 
when measured against a source of ground truth 
• Journalism creates a source of ground truth: e.g. Wikipedia

• If claims are atomic, each claim is either true or false

• Factuality: #(fact-checked claims)
#claims



Fact-Checking an LLM Response
Identify the claims made
For each claim:

1. Search the ground truth to find relevant docs

2. Verify if the claim is supported

User: I would like to talk about the 
2023 Australian Open Men’s singles 
tennis championship. Did you hear 
about it?
Chatbot: Yes, I did hear about it! Novak 
Djokovic won the 2023 Australian Open 
Men’s singles tennis championship, 
claiming his tenth Australian Open title 
and 22nd major title overall. It was an 
impressive victory!

…

For each 
claim

Claim is supported 
or not?

Retrieve



+ Generate + Extract Claims

1. Query
2. Summarize & Filter

Retrieve

3. Generate 4. Extract Claims



+ Fact-check

1. Query
2. Summarize & Filter

Retrieve

3. Generate 4. Extract Claims

5. Fact-
check
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Performance on Each Step
• Claim Identification

• Can be done well using GPT-4
• Need to ensure that the claims are self-contained

• Search
• Can be done well using state-of-the-art IR

• Fact check a statement against a given paragraph 
• Automatic SOTA has ~67% F1 with fine-tuned LLaMA 

or 83.2% F1 with few-shot ChatGPT

Automatic Evaluation of Attribution by Large Language Models, Yue  et al, arXiv 2023
FactScore: Fine-grained Atomic Evaluation of Factual Precision in Long Form Text Generation, Min et al, arXiv 2023

Not so good!
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Outline
1. A Brief History
2. Metrics for Knowledge Chats 
3. A Tale of 2 Approaches with LLMs

• Retrieval 
• Generation
• Combine

4. Assessment / evaluation methodology
5. Results
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Draft & Refinement
• Hardest thing for LLMs to say: “I don’t know”

• It likes to hallucinate

• When no information remains in a topic
• Draft produces ”Sorry, I’m not sure”



+ Draft + Refine

1. Query

Retrieve

Retrieve
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Summary of GenieChat (7 Prompts)

1. Formulate query from input
• Retrieve documents (Colbert)

2. Filter each retrieved doc

3. Ask GPT to generate answer
4. Extract claims
5. Fact-check/remove each claim

• Retrieve documents (Colbert)

6. Draft
7. Refine

Traditional (Factuality)

LLM (Conversationality + Factuality)

# LLM calls: 5 + n + c
n: # documents retrieved based on user queries

   c: # claims generated
All prompts are in Semnani et al.



STANFORDLAM

Development of GenieChat
• Why is coming up with this design challenging?
• The design space is too large

• How should we break down the task into components?
• What should be the inputs to each component?
• Few-shot performance is sensitive to instruction, 

choice of few-shot examples.
• Lack of automatic evaluation metrics 

makes iterating much more difficult
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Outline
1. A Brief History
2. Metrics for Knowledge-Based Chat 
3. A Tale of 2 Approaches with LLMs

• Retrieval 
• Generation
• Combine

4. Distillation
5. Assessment / evaluation methodology
6. Results
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Distillation to Llama

• GenieChat pipeline takes 40 seconds per response
• Fine-tuned LLaMA takes about 4 seconds!

• Faster, cheaper, more private

Teacher Model
(multi-step)
e.g. GPT-4

GPT-
generated

Inputs

Instruction 
+ a few 

examples

Final 
answer

Student Model

Fine-tune

+

Future
Topic
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Outline
1. A Brief History
2. Metrics for Knowledge Chats 
3. A Tale of 2 Approaches with LLMs

• Retrieval 
• Generation
• Combine

4. Distillation
5. Assessment / evaluation methodology
6. Results
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Assessment vs Evaluation
• Old evaluation-based methodology

• Iterate 

• Change training data/change model
• Evaluate against a benchmark

• With LLMs
• Assess with rapid prototyping to tune the prompts
• Systematically evaluate in the final stage
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LLMs Out-Ran Prior Evaluation Methods
No simple numeric benchmark to iterate on

• Evaluation conversations were crowdsourced
• Ask crowdworkers to talk to each other about a familiar topic
• Have blind spots like tail or expert topics

• Evaluation conversations were static
• Get outdated quickly

• Wizard of Wikipedia dataset topics in GPT-3’s pre-training data
• New benchmarks used for pre-training in the future



STANFORDLAM

What We Need to Solve
• How to evaluate tail questions? 

• Humans do not know tail topics!

• How to evaluate LLM conversations?
• How to compare the results between systems

since they dialogue diverges after the first turn! 
• Cannot get a number

• How to minimize human effort, cost, and potential errors? 

Solution: LLMs come to the rescue!
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What Can LLMs Do and Not Do? 
1. Automatically generate inputs (simulated conversations) 

• The user is GPT-4; the agent is the Chat pipeline
• E.g. conversations: Head (most viewed pages);  

Tail (least viewed pages); Recent (most edited in 2023)

• Are LLM conversations similar to human conversations?
• Assessment time

• Prompt with different user profiles 
to generate diverse user input; eyeball result 

• Prove at evaluation time: 
• Conduct user study on a subset, show the results match

Future
Topic



Simulation Prompt
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What Can LLMs Do and Not Do? 
2. Automatically evaluate if possible 

• Are LLM evaluations similar to human evaluations?
• Compare with one or more humans on a subset

Quiz: Is it possible to automate evaluation of 
• Conversationality
• Fact checking

G-Eval: NLG Evaluation using GPT-4 with Better Human Alignment, Liu et al, arXiv 2023

83.2% F1 with few-shot ChatGPT
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Evaluation Summary

Simulated 
User

Head/Tail/Recent

LLM chatbot 

Conversation Generation

User: I would like to talk about the 2023 
Australian Open Men’s singles tennis 
championship. Did you hear about it?
Chatbot: Yes, I did hear about it! Novak 
Djokovic won the 2023 Australian Open 
Men’s singles tennis championship, 
claiming his tenth Australian Open title and 
22nd major title overall. It was an 
impressive victory! 

Claim 
Identifier

Evidence 
Retriever Crowdworker

Factual Accuracy

Conversationality
Rater

Evaluation

When claim checking fails 
• IR may relevant articles 
• Check manually
Expensive, but rare
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Outline
1. A Brief History
2. Metrics for Knowledge Chats 
3. A Tale of 2 Approaches with LLMs

• Retrieval 
• Generation
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5. Assessment / evaluation methodology
6. Results



STANFORDLAM

Implementation of WikiChat
• We use ColBERTv2 for IR

• Is fast (~100 ms query latency)
• Is trained on MS MARCO (2016)

• Wikipedia corpus obtained on 4/28/2023
• We use text-davinci-003 or gpt-4 as the LLM for all prompts

ColBERTv2: Effective and Efficient Retrieval via Lightweight Late Interaction, Santhanam et al, NAACL 2022
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Experiment
• Baselines

• Fine-tuned models
• Atlas: state-of-the-art on many knowledge-grounded tasks
• 3B parameters

• LLMs

• Text-davinci-003 or GPT-4, prompted to be a chatbot

• Each evaluated for 600 dialog turns



Results – Factual Accuracy
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Results - Conversationality
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More Studies
• Real user evaluation

• Analysis of each component
• Do we need 2 pipelines? YES 

• 27% of facts come from LLM generation
• Do we need to fact-check LLM output: YES

• Failed: 20% (head); 45% (tail); 56% (recent) 

Future
Topic
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What We Learned about the LLM planet

• Learn how to write LLM-apps
• Break it down to as many primitives as possible
• (Do not optimize pre-maturely)

• Hard to stop LLMs from hallucinating, 
• Esp. when information is not available

• Hard to evaluate the system 
• LLMs has outrun our evaluation methodology
• Use LLM to generate data and evaluate when possible

No free lunch!
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Conclusion
• WikiChat

• Combines the best of both worlds (LLM generation and IR)
• Is as conversational as LLMs
• Is far more factual than all baselines

• Better evaluation of chatbots
• Dynamically simulate conversations
• Use humans + LLMs to evaluate them


