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● Mention Detection. Recognizing mentions of entities in text.

● Entity Disambiguation. Linking each mention to its entry in a knowledge base, like Wikidata.



Entity Linking Applications

● Question Answering

● Relation Extraction

● Automated Construction of Knowledge Bases



Traditional Parametric Approach: Learning purely from text!
Broscheit. 2019. Investigating Entity Knowledge in BERT with Simple Neural End-To-End Entity Linking.

We can train a token-level classifier.

Encodes the sequence with BERT, and applies a linear layer on top to predict 

one of the set of entities or “O” (i.e., not applicable).

✔ Efficient and simple architecture.

✘ No semantic grounding => poor generalization across contexts!

✘ By extension of this, incapable of generalizing to unseen entities.



Advanced Decomposition Approach: Learning from descriptions!
Wu et al. 2020. Scalable Zero-shot Entity Linking with Dense Entity Retrieval.

To insert some degree of semantic grounding, we ought to use more 

information about each entity, like its name and description.



Advanced Decomposition Approach: Learning from descriptions!

To insert some degree of semantic grounding, we ought to use more 

information about each entity, like its name and description.



Advanced Decomposition Approach: Learning from descriptions!

To insert some degree of semantic grounding, we ought to use more 

information about each entity, like its name and description.



Advanced Decomposition Approach: Learning from descriptions!

✔ Much better at generalizing to unseen and infrequent entities.

✘ Much more expensive: requires at least one forward pass per mention.

Can we get the advantage of both approaches?

A single forward pass. Incorporation of entity descriptions. (And, as we’ll see, entity type information.)
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ReFinED: Representation and Fine-grained typing for ED

Mention Representation via mean pooling.



ReFinED: Representation and Fine-grained typing for ED

Entity Description score: multiple simultaneous bi-encoder representations



ReFinED: Representation and Fine-grained typing for ED

Entity Typing score: L2 distance between type vectors



ReFinED: Representation and Fine-grained typing for ED

Linear Combination of {Prior, Types, Description} scores.



ReFinED: Recap!

● Mention Detection with Begin/Inside/Outside (BIO) Tagging.

● Mention Representation via mean pooling.

● Entity Typing score.

● Entity Description score.

● Linear Combination of {Prior, Types, Description}.
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ReFinED has been deployed by Amazon Alexa at “web scale”

● Populate a KB from a billion web pages, multiple times per year.

● Requires 2 days of processing, using 500 T4 GPUs.

● Pro: Uniform architecture is easy to scale!

● Pro: Generalizes well to 90M entities at scale.


